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Outline

» Some history

» Problems that learners face

» Examples of textbook explanations

» Problems in the definition of topic and focus

» Basic possible world theory and the notion of
domain

» Using the notion of domain:
- Wa = restricts inferences on the domain

- Mo = presupposes part of the domain in the predicate
(simplest case)

- Ga = adds to the domain or partitions the domain
(depending on the context, subject, and predicate)

o Zero = resets the domain temporarily
» Leftover problems




'i\ %\ ﬁ§\ @

Each of these four markings has more than one
use, but | present here examples marking

noun phrases corresponding to grammatical
subjects, in what | suppose are the unmarked
functions.

a. hSAIEEBEWATY,
b. N\UAHOTHEEL
C
d
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What this talk 7s and is not about

| will try to address the uses of these different
forms with respect to noun phrases in root
contexts.

| won’t be talking about the uses of &, 4, 53,
and zero in subordinate clauses.

| won’t be talking about (& and % attached to
non-finite inflecting forms.




% in Old Japanese

& and £ never co-occur in the same NP in Modern
Japanese, but they could co-occur in the same NP

in Old Japanese:

(2) RBRIKE gMELEARTE
piru pa mo nagekapi-kurasi
ﬁl& 2 :L,\_l_'lilz_.l-__rlb\
yworu pa mo ikiduki-akasi

BIFERZRYRLTHEGSFETRILT, &I

H /.G

=7 A B L I(MYS.5.897)
Here I&% functions to create parallelism (and
contrast) in coordinate clauses.




%% functioning as an exclamative

marker

3) PFIREE B R HT 1S &
apamoyo myenisiareba
Pizly = =R AN

(4)

na wo kite wo pa na-si
[S-Lz>T. ZXi=hb. EAKRVTIEEITELZLY, ] (KK.5)

Y AREI T ¥ HR
tatibana no moto ni wa wo tate siduye tori
R E el 55

nara-mu ya kimi to twopi-si kwo-ra pa mo
BEDTICRAZI-E. TREZRY. RITGESTLEOIN. B ?
EEWVEHDFIX(ESLTLNST=AD), (MYS.11.2489)




L%

[ZL% could attach to WH words and to indefinite nouns in Old

Japanese:

(5) X NR & &8
ame no sita n/ kuni pa s/ mo
=S

(6)

sapa-n/ aredomo
[ ROTFICEIFZL DS ITNEL] (MYS.1.36)

faT i ke
itu pa simo  kwopwi-nu toki to pa
i3 N

ara-nedomo

MR > THRLLE LGBV E.. ] (MYS.11.2373)
The function seems to be to give contrast to common nouns when
they are in predicates of degree, and to form free-choice words
from WH words.




Co-occurrences in OJ: lack of them
in NJ

In addition to (&% and [&L3%, in O) we see #[Z.
=4, b7,

In Modern Japanese, none of [&. . h'. & co-
occur in the same NP.

If elements share a similar distribution, seem
to differ in function at some specific level, and
never co-occur, then we might suspect they
form a paradigm of some sort.




Modern Japanese

Some linguists write studies about topicalization
without ever mentioning % or zero.

Lately some linguists are documenting the factors
at work in determining marking choice in
discourse, but they identify many factors to
account for the details. It is usually only the people
who write descriptive grammars and pedagogical
grammars who have tried to treat these forms as
part of a system of choices or a paradigm.

My main question today is, what is the right level
of abstraction for covering the basic facts?




P

Fujitani Nariakira writes about [& in Classical
Japanese:

MBOTETELRY, MESIERFTIEDHBILEY,
AR 2IZYZER>EEEEENY, |
(Nakada and Takeoka
1960:188)

This captures the “topic” function in NJ very

well. (But (X is not as easy to understand as
Nariakira claims.)



RS+

As is well known, NPIX can correspond to positions
for NPs with case assignments of the core

grammatical roles. Nominative and accusative
case are “absorbed”, while some other cases
appear overtly.

(7) a. {EFIFEEFICOaVER|IT LI
b. DaVvETEFNEEFZHENLI,
C BEFICIXEFNDaVZTBALE,

For NPs with non-core roles, the case marking
almost always remains.

(8) a. EXHIEMNASIEIH/NRIZEDLNDT-,
b. e = 4 AN b (0 =AY A A
C. REITEOEELTH S,




& i 45 &al &Y

Mikami (1960) suggests that the following sort
of sentence is a case where the genitive case

marker @ has been absorbed by [&:
(9) BIXENTHLY,
(Mikami 1960:9)
(10) BRITZDEMEHALN(ZE),
(Mikami 1960:12; see also
Kuno 1973:248)
Noda (1996:41) notes that normally the
predicate denotes some property of the NP
marked with [&.




1 1 fiff 4 &el &

(11) A=Y —X (LD ALY,

(Syudai 177)
Sentences of this form can be partitive reference if there’s definite
reference for “NPI&”:

(12) a. HDYTIEFRLDAELILLY,
b. HD)TEXEDADFRLDAELLLY,

——-although Kuno (1973:251) finds sentences like these less than
acceptable:

(13) PEDANTEAALIWY,
(Kuno1973:251)
But the normal interl?retation of (11) is one where the reference is not

artitive, but rather “intensional” in the same way that “unicorns” is in “He’s
ooking for unicorns.”

(14) EIBHEHFIXELL AL S,
Noda (1996:59) calls these Z{RE! | constructions. The questionis
whether in this case the reference is to the class (in which case it is definite

and familiar), or to something less definite, indeed only “specific” in the
sense that it is a set that is restricted to a certain kind of thing.
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Consider sentences of the following form:
(15) HEHEBRIEENKRIGT,
(Syudai 2009:187)
One claim is that the topic NP is the modifier of the noun complement of the copula.

(16) [LENATHEBORIG(THAZL)
(Noda 1996 :42)

These are all based on what are called relational nouns. Xi5. %, RE. X &. etc.
are all words that are semantically unsaturated (de Bruin and Scha 1988:26, Noda
1996:48), i.e., they have no denotation unless they are modified. Sentences like ()
above are all paraphraseable in the following way as well:

(17) HEHEBRIEENTDRIGT,
What this means is that a possessor relationship sufficient for “aboutness” to obtain
is not restricted to arguments, but can extend to noun complements of the copula.

Note that there is always exhaustive focus on the subject. This indicates that
relational nouns function like covert questions. Noda (1996:45) indicates this with
the following (18a). Because the sentence is “identificational,” the positions of the
nouns can be inverted and the subject changed to nominative case as in (18b):

(18) a. HEMEORGILILET
b. INSYAVIES SEETOF: N )i




W7 + (&

These are sometimes referred to as “gapless”
topic/comment constructions:

(19) COEWIHANFENTILNA K,
(Noda 1996:75)
(20) YEZIEMBNAKRET-,
(Kuno 1973:253)

Compare with:

(21) a. Fa—YUvTIEFASUFHEET-,
b. Fa—UyTIEAIUFN(END)HRE

3
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(22) THERPAIZEWN:-DIIEERBAT,
(Syudai 2009:186)

Noda (1996:64) claims that the only difference

between these and other [& constructions is the
fact that a clause forms the topic. That this is not
the case can be seen by the following:

(23) a. HZTELWV-OLWDIZEFRLGTIUIEEL,
b. HZTELW=L\DIEHARTLED,

But Noda goes on to note that pseudocleft

sentences such as in (a) contain focus elements.

Now the question is whether the “presupposed”
part fits the description of a “topic”. It is not
definite or familiar or identifiable.




7 FX

My personal take on this question is that there
is a presupposed “topic” which can’t be added
after NP[& without becoming contrastive, so it
is omitted. This “topic” actually always has the
form of a covert question.

(24)
(25)

(26)

a.
b.
a.
b.
a.
b.

&HlE___BE,

EHS, (OB HMHIZFESRZ=2D(L) EBE,
£ b G =y

#an, GEXL=0(%) E81=,
E=MIF___TOIT9,

E=Ran., (BEAIXTIOITT,



Translations for (&

» “Speaking of..., talking about...” (Kuno
1973:38)

» “...at least, ...for one” (Jorden and
Noda:1987:88)

» “As for...” (Storm 1996:13)
y IIZDWTEAIEX] (ZEE£1960:8)




Three uses of wa (Martin 1975)

1) You are asking -- or answering -- a question about
some other part of the sentence: &H®D ANITHENFAT-? H
D ANIFEHEEFEAT? (...) a fragmentary sentence N wa...
will usually be interpreted as an ellipsis of an
interrogative adjunct along with the predicate; thus O-
namae wa... ‘Your name?’ is short for something like
‘O-namae wa nan desu ka’.

2) You are denying something about some other part of
the sentence. Thus #/\a[&7E0LY negatively answers the
question #/\aMNHBH ?

3) You are supplying information about the points of
contrast between grammatically parallel adjuncts in two
sentences, e.g. between two subjects or two objects.

(...) SNIEKSULY, SHld/phEiy,




Topics (or themes) are marked
primarily by position

“The theme, if there is a theme, comes first in a
sentence...” (Martin 1975: 225).

If more than one NPIX appears in root position,
the first is most likely to be interpreted as a
subject, while the others are more likely to be
interpreted as contrastive.




Explanations of (&

“The combination /nominal X + wa esta

nlishes

X as a familiar, recognizable item regarding

which something is about to be said. W

nat

follow applies specifically to X and to no more
than X, as far as this particular utterance goes”
(Jorden and Noda, pg. 88)




ldentifiability

[HISIEWVNID LTI T RIAEEFICIEHFE TEEL
Zaald. [EITERSNDEEIZENLELY,
*HSTEWD AT AITEKT =, |
(Syudai 2009: 184)
Kuno (1973:41) also claims that the NP must be
anaphoric, where “anaphoric’” means “the listeners
know what the speaker is talking about” (1973: 39).

But this is not a good generalization. Covert

indirect questions can appear with l'l&] as long as
there is a focus element in what follows.




Kuno’s “registry”

‘It seems that only objects and concepts that
have been entered in the registry of the
present discourse can become themes of
sentences’

(Kuno 1973:39).

» | will use the term “domain” in place of
‘registry”.




But the NP in “NPIZ& P’ is not
necessarily “identifiable”

If NP in “NPIX P” is a covert question, then P carries focus somewhere. But
the value for “NP” is not an entity in the domain; At the point when it is

uttered, the listener can’t identify the denotation of NPI& as an entity in the
domain. It is rather a set of possible answers, together with a
presupposition that at least one of them is right.

(27) BEITHIHET,
This is an important point when it comes to pseudocleft sentences (& X).
(28)  Bor-DIXEIHET=,

The presupposed part of a pseudocleft sentence carries the following
presuppositions: The answer set is not empty (29a), and the focus can
exhaustively identify it (29b).

(29) a. “Bo-DILXHETHALY,
b. “Bo=DIFoarnEwD— AT,




NP(d is not always familiar

So far we’ve seen two cases where sentence-
initial NPI& has a reference that is non-specific:

S fn 4 57 2
(14) #FHIBEMEFITELOALILLEGS,

(23) a. HATESWELWDIZEAERMEGETS L,




Contrast and non-specificity

Under contrast, the familiarity constraint for NP(& disappears:

(30) a. *RBD NI N—T4IZFFL]=,
b. RKBOMNFN—TAIKFZLIEZA . mMEVLAIE— AL
L‘iﬂ'/\ft‘:bf:o

(Kuno 1973: 47)

Without intonation to indicate the difference, familiar NPI& can be

ambiguous between topic and contrast, and ambiguous NP[X stays
ambiguous:

(31) FADEN->TWBAIEN—ToIZEFEFATL=,

a. 'Speaking of the persons | know,
they did not come to the party’
b. ‘(People came to the party,

but) there was none whom | knew.’

(Kuno 1973: 48)

Intonation is just one of the things that disambiguate between
topic and contrast.




[ and quantification

Some universally quantified NPI& can also sound stranzge
(32a) unless it is either contrastive (32b) or generic (32¢):

(32) a. 7P RTDANITAIN—T=,
b. FEHOFERCHWNIIFELMALTULGEWLNDS, TTOH
RANIE A IN—T=,
C. ITARTHOAREIEFEEFETT,
(Kuno 1973:46)
| don’t have an explanation for this.

Syudai (2009:176) claims that adverbial elements don’t get
topicalised, but Martin 1975: 65 gives BN AIC—EX@F
~ABFRFERIZITCZEIZIE-TULVET AV, This is not contrast. It
means “at least once” (compare the translation of [& as “at
least” in Jorden and Noda).




NPId as a kakarimusubi particle

[IXINIZDEDIE. XEKRGEREE. TN KD

FIEETMAT-BD)ETRYET , B H &b FEE X IF
L. S RYE>T—XZFERITHDTY , 1 (Mikami
1960: 105)




NP[Z jumps over commas

(33) ANMFEENT, HELAT, TL TR,
(Mikami 1960: 130)




NP(Z jumps over periods

(34) BEIIHTHD, BENFELEL, ECTE

f-hiEER U D, (...)
(Soseki, as cited in Mikami

1960:118)

FN



NP + (& and Conditional clauses

Mikami likens NPIX in sentences like the
following to conditional clauses.

(35) a. EES

LW &K, LEE=FZR TS,

b. #FEZEHFEA-WLAIX. CZIZHYET,
(Mikami 1960:81-82)

The function of a conditional clause P in “If P
then Q” is to restrict the domain of
interpretation for Q to only those worlds where

P is true and check for the truth of Q. Does (&
do this in general?




Summing up (&

& exhibits some complicated behaviour. In
neutral sentence initial environments [& marks
entities that are “in the register” or are “familiar” or

are at least “specific’.

When NPIX follows another topic, or is stressed, or
appears with another NPIX in a comparable
Igrammatical or semantic context, that NPIZ is
Ikely to be interpreted as contrastive.

When the NP in NPI[X is a covert c}uestion and
there is a focus element in what follows (such as in

a pseudocleft sentence), the NP doesn’t denote an
entity, familiar or otherwise: it denotes a set of
possible answers.




NP + %

Martin (1975:70) notes that what follows % is
usually old information. % itself frequently marks
new information. Accordingly he says that (&
markinﬁ subdues a theme, and £ marking

{

highlights a theme.

But this is only a part of w

nat £ does.

[ZEmMEFRITH L, XF

T DHHERTEYI-TT,

RIZEDMDEDIZZEDEMZEMASHELDERR

o

(Toritate 2009:20)

% regularly “absorbs” nom

inative case marking.



NP + A%

Subject NPAY in root context does two basic things.
Depending on the predicate and the subject and
the context, NPAY can either mark the subject of a
“neutral description” (accompanied by existential
assertion)

(36) EDIMETYWLEEMNLTLS,

or take “exhaustive listing focus” (¥efthA97%8ERY 3L
T):

(37) ZHOAMKTT,

In the latter case the subject has to be specific and

the predicate is usually a property ascription (not
an existential assertion).




Neutral description with NPAY

The reference of the subject can be specific:
(38) {EBEESADET=,

or non-specific:

(39) FEMLEMNNRIELIHFENT-,

The predication has to assert existence,
(40) CCITHEANPT=6%Y,

or change,

(41) %RXHiEMATEL

or temporary state:

(42) EENTHITIE->TLNVS,




If a neutral description reading is
impossible for NPAY

Exhaustive listing focus is the result if a neutral

description reading is impossible for NPAY. When the
predicate is a nominal predicate, Noda (1996) calls the

noun complement of the copula an “implied topic” (Fg7~
HIERE).
(43) EEORTIOERMD—FLWY,

(Syudai:196)
(44) BMLE®RT,

(Noda 1996: 96)
If the predicate does not assert existence or change,
and the reference for the subject NP is specific, then in
order to form a neutral description, NPI&X must be used:

(45) HAESAIEELLY,




Exhaustive listing with NPAY

The predicate ascribes a property to the
subject NP

(46) /AA—EIZHELIEWANRDLAEK,
The subject has to be at least specific, if not
definite.

(47) a. COFOHHFED—ANEERTL
b. *BEZALUENEEERT




Exhaustive listing requires context

for focus

Kuno (1973:52) notes that the exhaustive listin
sentences such as those below are awkward without
some kind of discourse context in which they may be
read as answers or specifications:

(48) HILHAARDEHETY,
(Kuno 1973:52)

But (48) is natural as an answer to the question I Af&IM
FABIIATTM? ).

This is also clear by the acceptability of NP + A% when
the nominal predicate is a “covert question”:

(49) ALALETHOERDIEERTH S,




Weakly quantified NPs with A%

Kuno (1973: 57) claims that a weakly quantified NPAY can
appear as the subject of a property-ascribing predicate and
nonetheless form a neutral description:

(50) =ZANEFHBTI,

a. ‘The three (that we have been talking
about) and only they are rich.’
b. ‘There are three who are rich.’

(Kuno 1973: 57)
(51) RKBOANEFEETY,
(Kuno 1973:51)

But normally these can only be interpreted as partitive
references: “Three of them are rich”; “Many of the people are

students”. If the superset functions as the domain, the
predication partitions that domain. That is, these too are
exhaustive listing.




NP+J: some explanations

“About omission”

Elements that are obvious to the listener are

often omitted, as seen from the examples

below:

ZONELII>UIKETT A, (omit [F)”
(Situational Functional Japanese,
Vol. 2, pg. 206,)

Actually, in some circumstances, adding [& would be
|meSS|BIe, and not because the identity is obvious, but

precisely because the item denoted has to be called to the
attention of the addressee at the beginning of an exchange.

The example above is good but the explanation is
insufficient.




NP+J: more explanations

“If | assume you do not actually know anything about
Star Wars, | might introduce the new topic in a more
explicit way. (Here particle (X is replaced by a pause.)
AA—)F—ZX>TULVSME, $5R -2

(McClure :188)

The interesting point here is the expression “new topic”
and the point that this is not familiar to the listener.

“An empty topic marker is most common in informal
speech, although there are highly ritualized situations
like introductions where no particle is best: CHib, BIR
RKRFOHPSATY

(McClure :193)




NP+J: even more explanations

E:: e RN bt =2l d: P AN X2 {3y il O] I
Lvbnsd,

ﬂ\ FABAANRYET, |

(Syudai 2009:227)
This is not the whole story. Syudai (2009:227)
goes on to note that if a referent is familiar to
the listener but not immediately present in the

hearer’s consciousness, then the speaker will
use J.




NP+@: and yet more explanations

Another account about NPO is that 1) if the referent of
a topic NP is present in the speech situation, & is
preferred so as to avoid an inference of contrast (52);
2) If there is a “discovery” regarding a familiar object,

A" and & are both indicated, so & is preferred by
default (53) (lori et. al., 2001:324), and 3) at the
bec};}inning of an exchange, |& is counter-indicated, but
if the referent is familiar, 72" is also counter-indicated,

SO again, so & is preferred by default (54) (lori et. al.,
200T1:324).

(52) COOEfETD. EFE->TLVS,

(lori et. al., 2001:323)
(53) Ho. SOTIFELTUL =R, HALTEZAIZHS !
(54) BIRY,. FIDHEESAD. XTLVS LK,




& and adjuncts

Adjuncts of time and place (and 15%&) typically show up zero-
marked. They can also drop the locative marker when they are
topicalized (Martin 1975: 227; Mikami:1960, 48-50).
(55) a.ovVaMvARiGE. BTHAIZES,

(Mikami: 1960, 49)
|f Itlhey?are wa-marked it can often imply contrast. What does this
tell us:

(56) FBAH.ERHIiEH,
Adjuncts of time and place and condition typically denote the

boundaries of whole domains. They aren’t marked when they reset
the boundaries of the domain of discourse.

Syudai (2009:178) claims that adjuncts with [ are interpreted as
contrastive except for time adjuncts and purpose adjuncts:

(57) BFIHICE. BENETTEKKEELVLES,
(Syudai 2009, 178)




Summing up &

1) Bringing something present in the speech situation
to someone else’s attention, for example, discovering
something familiar in a new place

2) Initiating a new “script” with a definite, but
“unactivated” topic (e.g., a formal introduction, or a
sales encounter)

3) Avoiding contrast with entities already “activated” in
the discourse

4) Marking words that specify “time” or “place” or “case”

The common element in all of these characteristics
seems to be starting something new or drawing new
boundaries around the speech situation or context.

\\\\\\\\

\\\\\\\



Taking stock of the system

So the problem (with (X in particular) is that
linguists are tempted to describe these
marking options as relations between the thing
marked and the rest of the utterance, or as
relations between a sentence of that form and
other sentences.

My claim: The level of abstraction should be at
the relation between the information in the
utterance, and the context of interpretation,
that is, the domain of discourse.




Possible world semantics

» Propositions are true or false evaluated w.r.t.

a world.

» A world is the set of true propositions.
» Every world has a domain (the set of entities

that exist in that

world).

» Predicates are sets of entities. “Purple” is the
set of entities that are purple. “Eight” is the
set of all sets wit

» “This ball is purp
ball” belongs to t
world X.

n eight entities as members.
e” is true in world X if “this

ne set of purple entities in




“This ball is purple” is true in W




One funny consequence:

If all the pink things in the world happened to be, say,
propellers, ...

.._.alrgd if all the propellers in the world happened to be
pink, ...

...then “pink” and “propeller” would mean the same
thing: like “big” and “large”; like I’ A1 and I &K3E]. But
in a restricted domain, such as child’s drawing, you
might be able to say,

(59) Itis propellers that are pink.

And it would be true in that domain.




The domain of discourse

The domain of discourse is the set of propositions that
the speaker and hearer each assume the other believes
and is attending to as part of the Question Under
Discussion (QUD) (Roberts 1998, inter alia).

The QUD is constantly shifting and changing, so the
domain of discourse also expands, contracts, and shifts
with every utterance (and even within utterances).

So if | said “All the gazelles gave birth this year,” it
would be false in an unrestricted domain, but true if
the QUD were restricted to, say, “What’s new at the
local zoo?”




X+I(E P

X+IE P =
“About x, P applies”

plus an instruction about how to add this back into the domain of
the question under discussion:

1) topic: Don’t make inferences mapping the aboutness relation to
other entities in the domain (#1%Z5|Z7 T TZENDILEY).

2) contrast: Presuppose or accommodate that there is some
prominent entity, y (y#x) to which 'P applies.

3f) identification: If the NP in NPI(& is a covert indirect question, and
if there is a focus element in P (that is, if some element in P
answers the covert indirect question), then draw a partition
through the domain of discourse (M55 ELELENY).




Give the value for xin P.

About x,
P applies




Interpret the sentence without making any
inferences w.r.t. aboutness outside the
immediate domain

About x,
P applies




Now the information has been added back
into the domain for the QUD.

About Xx,
P applies




Contrastive [

@

p—



X+ %P

» Simplest case: For arguments, presuppose
(or accommodate the presupposition) that the
denotation of P has at least one prominent
member other than the value of x.

» (There are other cases not covered by this,
such as that in IFRIEXFE->TLVS, BHERLNTLY
Ao ]




BN EAEETLEL

-

=

p—



x+H P

» Particle AY attaching to subjects in root contexts
signals one of two things (depending on the
subject, the predicate and the context):

» 1) Neutral description: the predication adds to
the domain, or

» 2) Exhaustive listing: the predication partitions
the domain (i.e., the denotation of the predicate
and the denotation of the subject overlap
perfectly within the restricted domain). Infer the
complement.

.......
‘‘‘‘‘



Predications allowing neutral
description for NPAS

1) action verbs M E->TLNS ],
2) existential verbs (or adjectives) [&®&. &HZ_IZH
REANIND ]
3) adjectives/nominal adjectives that represent
changing states I FAV4A7T=0Y]

(Kuno 1973:49-50)

The subjects of neutral descriptions can be either
specific or non-specific.

4) neutral descriptions are also possible with
stative predicates in “utterances of discovery” : %
. BMELLL !




[P9XHRET =, ]




[I\NANKR—LF%FIToT-=, ]




Exhaustive x + D' P

Draw a partition through the domain with the value for
X (say, a) on one side. That is also the extension of P.
Make the following inference: Everything on the other
side is both “not a“ and “not P” (i.e., the logical
complement).

This means the extension of the predicate is the same
as that of the value of x. They “mean” the same thing
(within the domain of discourse).

Recall: If all things pink are propellers, and all
propellers are pink, then “pink” and “propellers” mean
the same thing. This is not true in the real world, but it
could be true in a restricted domain.




(D ANILBASTATYT &
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The predication partitions the
domain. Infer the complement.

"HDOAN) A T(HEBEA)

P



Partitioning alone does not imply
focus

Here is a demonstration that some kind of rule for
operations on the domain might be necessary.

(60) AXRSAIFIFAT—HBENELITY,
The predicate partitions the domain, but the sentence
doesn’t identify Lopez-san. Why not?

1%) The form “NPI[& P” tells us not to make inferences
a
2)

out the rest of the domain (other things being equal).

: “Lopez-san” is not a covert question. “Lopez-san’
is a proper noun, and as such it is already identified. If

the NPIX were a covert question, the nominal predicate
would have focus:

61) BEWLLEVLWDIEISAT—FEENSLATIT,
Here you have partitioning and you must draw an
inference, because the NP in NPIX is a covert question.




NPZ

An utterance with NPQ is interpreted in a new
domain of discourse. This removes the possibility
of contrastive reference, even if the entity that NP
refers to is in the speech situation. It accounts for
the use of NPYJ to begin new speech acts (requests,
exclamations of discovery, questions, invitations,

etc.). The operation on the domain of discourse is
as follows:

Discard the current domain. Use a new domain,
according to the new QUD.
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Problems remaining

A fuller account of contrastive (X and [ in
pseudocleft sentences and negations

The use of ¥ in inferences from analogies based in
semantics,

The use of ¥ for “exceeded expectations”, etc.

A discussion of the contexts where [& alternates
freely with zero

Etc., etc.
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